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OFFSETS AT SUB-PIXEL RESOLUTION

This application claims the benefit of U.S. Provisional
Application Nos. 61/044,240 filed on Apr. 11, 2008, 61/044,
023 filed on Apr. 10, 2008, and 61/044,020 filed on Apr. 10,
2008, the entire contents all of which are incorporated herein
by reference.

TECHNICAL FIELD

This disclosure relates to digital video coding and, more
particularly, techniques in which offsets are applied to pre-
dictive data used in the video coding.

BACKGROUND

Digital video capabilities can be incorporated into a wide
range of devices, including digital televisions, digital direct
broadcast systems, wireless broadcast systems, personal digi-
tal assistants (PDAs), laptop or desktop computers, digital
cameras, digital recording devices, video gaming devices,
video game consoles, cellular or satellite radio telephones,
and the like. Digital video devices implement video compres-
sion techniques, such as those described in standards defined
by MPEG-2, MPEG-4, or ITU-T H.264/MPEG-4, Part 10,
Advanced Video Coding (AVC), to transmit and receive digi-
tal video information more efficiently. Video compression
techniques may perform spatial prediction and/or temporal
prediction to reduce or remove redundancy inherent in video
sequences.

Block based inter-coding is a very useful coding technique
that relies on temporal prediction to reduce or remove tem-
poral redundancy between video blocks of successive coded
units of a video sequence. The coded units may comprise
video frames, slices of video frames, groups of pictures, or
another defined unit of video blocks. For inter-coding, the
video encoder performs motion estimation and motion com-
pensation to track the movement of corresponding video
blocks of two or more adjacent coded units. Motion estima-
tion generates motion vectors, which indicate the displace-
ment of video blocks relative to corresponding prediction
video blocks in one or more reference frames or other coded
units. Motion compensation uses the motion vectors to gen-
erate prediction video blocks from the reference frame or
other coded unit. After motion compensation, residual video
blocks are formed by subtracting prediction video blocks
from the original video blocks being coded.

The video encoder may also apply transform, quantization
and entropy coding processes to further reduce the bit rate
associated with communication of residual blocks. Trans-
form techniques may comprise discrete cosine transforms
(DCTs) or conceptually similar processes. Alternatively,
wavelet transforms, integer transforms, or other types of
transforms may be used. In a DCT process, as an example, a
set of pixel values are converted into transform coefficients,
which may represent the energy of the pixel values in the
frequency domain. Quantization is applied to the transform
coefficients, and generally involves a process that limits the
number of bits associated with any given transform coeffi-
cient. Entropy coding comprises one or more processes that
collectively compress a sequence of quantized transform
coefficients. Examples of entropy coding include but are not
limited to content adaptive variable length coding (CAVLC)
and context adaptive binary arithmetic coding (CABAC).

A coded video block may be represented by prediction
information that can be used to create or identify a predictive
block, and a residual block of data indicative of differences
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between the block being coded and the predictive block. The
prediction information may comprise the one or more motion
vectors that are used to identify the predictive block of data.
Given the motion vectors, the decoder is able to reconstruct
the predictive blocks that were used to code the residual.
Thus, given a set of residual blocks and a set of motion vectors
(and possibly some additional syntax), the decoder may be
able to reconstruct a video frame that was originally encoded.
Inter-coding based on motion estimation and motion com-
pensation can achieve very good compression because suc-
cessive video frames or other types of coded units are often
very similar. An encoded video sequence may comprise
blocks of residual data, motion vectors, and possibly other
types of syntax.

Interpolation and extrapolation techniques have been
developed in order to improve the level of compression that
can be achieved in inter-coding. In this case, the predictive
data generated during motion compensation, which is used to
code a video block, may be interpolated or extrapolated from
the pixels of video blocks of the video frame or other coded
unitused in motion estimation. Interpolation or extrapolation
is often performed to generate predictive half pixel values
(half-pel) and predictive quarter pixel values (quarter-pel).
Such interpolation or extrapolation often generates predictive
blocks that are even more similar to the video blocks being
coded than the actual video blocks of the predictive frame or
other coded unit used in the video coding.

SUMMARY

In general, this disclosure describes techniques applied by
an encoder and a decoder during video encoding and decod-
ing processes. According to the techniques, an encoder gen-
erates a plurality of offset values for each coded unit, and the
offset values are applied to predictive data that is used to code
the video blocks of the coded unit. In particular, different
offset values may be defined for each integer and sub-integer
pixel location associated with the coded unit. The sub-integer
pixel locations may correspond to interpolated or extrapo-
lated data, which is interpolated or extrapolated based on the
data at integer pixel locations. By accounting for different
offsets at different pixel locations (an integer pixel location
and various sub-integer pixel locations), the resultant offset
predictive data may provide for better compression than the
original predictive data. In this way, the techniques of this
disclosure may improve video coding.

The encoder may encode the different offset values for
each coded unit, which may then be communicated to a
decoder as part of an encoded bitstream. In this manner, the
decoder may receive the different offset values defined at the
encoder for each coded unit. Accordingly, the decoder can
generate predictive data, and then reconstruct the offset pre-
dictive data based on the predictive data and the offset values.
Video data of the coded unit, e.g., video blocks, can then be
decoded based on the offset predictive data. By providing
separate offset values for different integer and sub-integer
pixel locations associated with a coded unit, coding may be
improved relative to techniques that apply a single offset
value to a coded unit.

In one example, this disclosure provides a method of
encoding video data. The method comprises calculating a
plurality of offset values for a coded unit of the video data,
wherein the offset values are associated with a plurality of
different integer and sub-integer pixel locations, applying the
offset values to predictive video blocks to generate offset
predictive video blocks, and encoding video blocks of the
coded unit based on the offset predictive video blocks.
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In another example, this disclosure provides a method of
decoding video data. The method comprises receiving a plu-
rality of offset values for a coded unit of the video data,
wherein the offset values are associated with a plurality of
different integer and sub-integer pixel locations, applying the
offset values to predictive video blocks to generate offset
predictive video blocks, and decoding video blocks of the
coded unit based on the offset predictive video blocks.

In another example, this disclosure provides an apparatus
that encodes video data. The apparatus comprises a video
encoder that calculates a plurality of offset values for a coded
unit of the video data, wherein the offset values are associated
with a plurality of different integer and sub-integer pixel
locations, applies the offset values to predictive video blocks
to generate offset predictive video blocks, and encodes video
blocks of the coded unit based on the offset predictive video
blocks.

In another example, this disclosure provides an apparatus
that decodes video data. The apparatus comprises a video
decoder that receives a plurality of offset values for a coded
unit of the video data, wherein the offset values are associated
with a plurality of different integer and sub-integer pixel
locations, applies the offset values to predictive video blocks
to generate offset predictive video blocks, and decodes video
blocks of the coded unit based on the offset predictive video
blocks.

In another example, this disclosure provides a device that
encodes video data, the device comprising means for calcu-
lating a plurality of offset values for a coded unit of the video
data, wherein the offset values are associated with a plurality
of different integer and sub-integer pixel locations, means for
applying the offset values to predictive video blocks to gen-
erate offset predictive video blocks, and means for encoding
video blocks of the coded unit based on the offset predictive
video blocks.

In another example, this disclosure provides a device that
decodes video data, the device comprising means for receiv-
ing a plurality of offset values for a coded unit of the video
data, wherein the offset values are associated with a plurality
of different integer and sub-integer pixel locations, means for
applying the offset values to predictive video blocks to gen-
erate offset predictive video blocks, and means for decoding
video blocks of the coded unit based on the offset predictive
video blocks.

In another example, this disclosure provides a device com-
prising a video encoder and a wireless transmitter. The video
encoder calculates a plurality of offset values for a coded unit
of the video data, wherein the offset values are associated
with a plurality of different integer and sub-integer pixel
locations, applies the offset values to predictive video blocks
to generate offset predictive video blocks, and encodes video
blocks of the coded unit based on the offset predictive video
blocks. The wireless transmitter sends the encoded data to
another device.

In another example, this disclosure provides a device com-
prising a wireless receiver and a video decoder. The wireless
receiver receives encoded video data from another device.
The video decoder receives a plurality of offset values for a
coded unit of the video data, wherein the offset values are
associated with a plurality of different integer and sub-integer
pixel locations, applies the offset values to predictive video
blocks to generate offset predictive video blocks, and decodes
video blocks of the coded unit based on the offset predictive
video blocks.

The techniques described in this disclosure may be imple-
mented in hardware, software, firmware, or any combination
thereof. If implemented in software, the software may be

20

25

30

35

40

45

50

55

60

65

4

executed in one or more processors, such as a microprocessor,
application specific integrated circuit (ASIC), field program-
mable gate array (FPGA), or digital signal processor (DSP).
The software that executes the techniques may be initially
stored in a computer-readable medium and loaded and
executed in the processor.

Accordingly, this disclosure also contemplates a computer-
readable medium comprising instructions that upon execu-
tion cause a device to encode video data. In particular, the
instructions cause the device to calculate a plurality of offset
values for a coded unit of the video data, wherein the offset
values are associated with a plurality of different integer and
sub-integer pixel locations, apply the offset values to predic-
tive video blocks to generate offset predictive video blocks,
and encode video blocks of the coded unit based on the offset
predictive video blocks.

In addition, this disclosure also contemplates a computer-
readable medium comprising instructions that upon execu-
tion cause a device to decode video data. In this case, upon
receiving a plurality of offset values for a coded unit of the
video data, wherein the offset values are associated with a
plurality of different integer and sub-integer pixel locations,
the instructions cause the device to apply the offset values to
predictive video blocks to generate offset predictive video
blocks, and decode video blocks of the coded unit based on
the offset predictive video blocks.

The details of one or more aspects of the disclosure are set
forth in the accompanying drawings and the description
below. Other features, objects, and advantages of the tech-
niques described in this disclosure will be apparent from the
description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is an exemplary block diagram illustrating a video
encoding and decoding system.

FIG. 2 is a block diagram illustrating an example of a video
encoder consistent with this disclosure.

FIG. 3 is a block diagram illustrating an example of a video
decoder consistent with this disclosure.

FIG. 4 is a conceptual diagram illustrating integer pixels
and various sub-integer pixels that may comprise pixels of
predictive video blocks.

FIGS. 5-7 are flow diagrams illustrating techniques con-
sistent with this disclosure.

DETAILED DESCRIPTION

This disclosure describes techniques performed by an
encoder and a decoder in order to add offset to predictive
video blocks during the motion compensation process of
video coding. According to one aspect of this disclosure, the
encoder may generate a plurality of offset values for each
coded unit, and apply the offset values to predictive data that
is used to code the video blocks of the coded unit. In particu-
lar, the encoder may define different offset values for integer
pixel locations and different sub-integer pixel locations. The
appropriate offset value may be applied to corresponding
predictive data based on pixel location associated with that
predictive data. The sub-integer pixel locations may corre-
spond to interpolated or extrapolated data, which is interpo-
lated or extrapolated based on the data at integer pixel loca-
tions. By accounting for different offsets at different pixel
locations (integer and sub-integer pixel locations), the result-
ant offset predictive data may provide for better compression
than the original predictive data. In this way, the techniques of
this disclosure may improve video quality. For example, the
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addition of offset to predictive data may improve coding
during illumination changes between frames of a video
sequence, e.g., such as during flashes, a darkening sky, or
other types of illumination changes between frames.

The ITU-T H.264 standard supports fractional interpola-
tion of sub-integer pixels to quarter-pixel resolution. In this
case, fifteen possible sub-integer pixel locations exist for
every integer pixel location. Therefore, in this case, according
to this disclosure, sixteen different offset values may be gen-
erated for each possible integer and sub-integer pixel location
of the coded unit. The corresponding offset value may be
applied to any predictive data based on pixel location associ-
ated with that predictive data. In particular, an offset value
may be applied to adjust pixel values of a predictive video
block, and the offset value that is used to make such pixel
value adjustments may be dependent upon the location asso-
ciated with that predictive video block (e.g., integer location
or one of several possible sub-pixel locations).

The different offset values may be encoded as part of the
bitstream for each coded unit. The decoder may receive the
different offset values that were defined by the encoder for
each coded unit. Accordingly, the decoder can generate pre-
dictive data and then reconstruct the offset predictive data
based on the predictive data and the offset values. The
decoder can decode the video data of the coded unit, e.g., the
video blocks, based on the offset predictive data generated
based on the predictive data and the offset values. As with the
encoding, the addition of offset to the prediction data may
improve video decoding by improving video quality during
illumination changes or other video effects.

FIG. 1is a block diagram illustrating one exemplary video
encoding and decoding system 10 that may implement tech-
niques of this disclosure. As shown in FIG. 1, system 10
includes a source device 12 that transmits encoded video to a
destination device 16 via a communication channel 15.
Source device 12 and destination device 16 may comprise any
of'a wide range of devices. In some cases, source device 12
and destination device 16 comprise wireless communication
devices, such as wireless handsets, so-called cellular or sat-
ellite radiotelephones, or any wireless devices that can com-
municate video information over a communication channel
15, in which case communication channel 15 is wireless. The
techniques of this disclosure, however, which concern the
addition of offset to predictive data during motion compen-
sation, are not necessarily limited to wireless applications or
settings.

In the example of FIG. 1, source device 12 may include a
video source 20, video encoder 22 a modulator/demodulator
(modem) 23 and a transmitter 24. Destination device 16 may
include a receiver 26 a modem 27, a video decoder 28, and a
display device 30. In accordance with this disclosure, video
encoder 22 of source device 12 may be configured to apply
one or more of the offset techniques of this disclosure as part
of a video encoding process. Similarly, video decoder 28 of
destination device 16 may be configured to apply one or more
of the offset techniques of this disclosure as part of a video
decoding process.

The illustrated system 10 of FIG. 1 is merely exemplary.
The offset techniques of this disclosure may be performed by
any encoding device that supports motion compensated inter-
polation to sub-pixel resolution. Source device 12 and desti-
nation device 16 are merely examples of such coding devices
in which source device 12 generates coded video data for
transmission to destination device 16. Devices 12, 16 may
operate in a substantially symmetrical manner such that, each
of'devices 12, 16 include video encoding and decoding com-
ponents. Hence, system 10 may support one-way or two-way
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video transmission between video devices 12, 16, e.g., for
video streaming, video playback, video broadcasting, or
video telephony.

Video source 20 of source device 12 may include a video
capture device, such as a video camera, a video archive con-
taining previously captured video, or a video feed from a
video content provider. As a further alternative, video source
20 may generate computer graphics-based data as the source
video, or a combination of live video, archived video, and
computer-generated video. In some cases, if video source 20
is a video camera, source device 12 and destination device 16
may form so-called camera phones or video phones. In each
case, the captured, pre-captured or computer-generated video
may be encoded by video encoder 22. The encoded video
information may then be modulated by modem 23 according
to a communication standard, e.g., such as code division
multiple access (CDMA) or another communication stan-
dard, and transmitted to destination device 16 via transmitter
24. Modem 23 may include various mixers, filters, amplifiers
or other components designed for signal modulation. Trans-
mitter 24 may include circuits designed for transmitting data,
including amplifiers, filters, and one or more antennas.

Receiver 26 of destination device 16 receives information
over channel 15, and modem 27 demodulates the information.
Again, the video encoding process may implement one or
more of the techniques described herein to add offset to
predictive data during motion compensation. The video
decoding process performed by video decoder 28 may also
perform such techniques during its motion compensation
stage of the decoding process. The information communi-
cated over channel 15 may include offset information defined
by video encoder 22, which is also used by video decoder 28.
Display device 30 displays the decoded video data to a user,
and may comprise any of a variety of display devices such as
a cathode ray tube, a liquid crystal display (LCD), a plasma
display, an organic light emitting diode (OLED) display, or
another type of display device.

In the example of FIG. 1, communication channel 15 may
comprise any wireless or wired communication medium,
such as a radio frequency (RF) spectrum or one or more
physical transmission lines, or any combination of wireless
and wired media. Communication channel 15 may form part
of a packet-based network, such as a local area network, a
wide-area network, or a global network such as the Internet.
Communication channel 15 generally represents any suitable
communication medium, or collection of different commu-
nication media, for transmitting video data from source
device 12 to destination device 16. Communication channel
15 may include routers, switches, base stations, or any other
equipment that may be useful to facilitate communication
from source device 12 to destination device 16.

Video encoder 22 and video decoder 28 may operate
according to a video compression standard, such as the ITU-T
H.264 standard, alternatively described as MPEG-4, Part 10,
Advanced Video Coding (AVC). The techniques of this dis-
closure, however, are not limited to any particular coding
standard. Although not shown in FIG. 1, in some aspects,
video encoder 22 and video decoder 28 may each be inte-
grated with an audio encoder and decoder, and may include
appropriate MUX-DEMUX units, or other hardware and soft-
ware, to handle encoding of both audio and video in a com-
mon data stream or separate data streams. If applicable,
MUX-DEMUX units may conform to the ITU H.223 multi-
plexer protocol, or other protocols such as the user datagram
protocol (UDP).

The ITU-T H.264/MPEG-4 (AVC) standard was formu-
lated by the ITU-T Video Coding Experts Group (VCEG)
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together with the ISO/IEC Moving Picture Experts Group
(MPEG) as the product of a collective partnership known as
the Joint Video Team (JVT). In some aspects, the techniques
described in this disclosure may be applied to devices that
generally conform to the H.264 standard. The H.264 standard
is described in ITU-T Recommendation H.264, Advanced
Video Coding for generic audiovisual services, by the [TU-T
Study Group, and dated March, 2005, which may be referred
to herein as the H.264 standard or H.264 specification, or the
H.264/AVC standard or specification. The Joint Video Team
(JVT) continues to work extensions to H.264/MPEG-4 AVC.

Video encoder 22 and video decoder 28 each may be imple-
mented as one or more microprocessors, digital signal pro-
cessors (DSPs), application specific integrated circuits
(ASICs), field programmable gate arrays (FPGAs), discrete
logic, software, hardware, firmware or any combinations
thereof. Each of video encoder 22 and video decoder 28 may
be included in one or more encoders or decoders, either of
which may be integrated as part of a combined encoder/
decoder (CODEC) in a respective mobile device, subscriber
device, broadcast device, server, or the like.

A video sequence typically includes a series of video
frames. Video encoder 22 operates on video blocks within
individual video frames in order to encode the video data. The
video blocks may have fixed or varying sizes, and may differ
in size according to a specified coding standard. Each video
frame includes a series of slices. Each slice may include a
series of macroblocks, which may be arranged into sub-
blocks. As an example, the ITU-T H.264 standard supports
intra prediction in various block sizes, such as 16 by 16, 8 by
8, or 4 by 4 for luma components, and 8x8 for chroma com-
ponents, as well as inter prediction in various block sizes,
such as 16 by 16, 16 by 8, 8 by 16, 8 by 8, 8 by 4, 4 by 8 and
4 by 4 for luma components and corresponding scaled sizes
for chroma components. Video blocks may comprise blocks
of pixel data, or blocks of transformation coefficients, e.g.,
following a transformation process such as discrete cosine
transform or a conceptually similar transformation process.

Smaller video blocks can provide better resolution, and
may be used for locations of a video frame that include high
levels of detail. In general, macroblocks and the various sub-
blocks may be considered to be video blocks. In addition, a
slice may be considered to be a series of video blocks, such as
macroblocks and/or sub-blocks. Each slice may be an inde-
pendently decodable unit of a video frame. Alternatively,
frames themselves may be decodable units, or other portions
of a frame may be defined as decodable units. The term
“coded unit” refers to any independently decodable unit of a
video frame such as an entire frame, a slice of a frame, or
another independently decodable unit defined according to
the coding techniques used.

Following inter-based predictive coding (which includes
interpolation and the techniques of this disclosure to define
offset values for different integer and sub-integer pixel loca-
tions), and following any transforms (such as the 4x4 or 88
integer transform used in H.264/AVC or a discrete cosine
transform DCT), quantization may be performed. Quantiza-
tion generally refers to a process in which coefficients are
quantized to possibly reduce the amount of data used to
represent the coefficients. The quantization process may
reduce the bit depth associated with some or all of the coef-
ficients. For example, a 16-bit value may be rounded down to
a 15-bit value during quantization. Following quantization,
entropy coding may be performed, e.g., according to content
adaptive variable length coding (CAVLC), context adaptive
binary arithmetic coding (CABAC), or another entropy cod-
ing methodology.
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According to the techniques of this disclosure, video
encoder 22 may calculate a plurality of offset values for a
coded unit of the video data, such as a frame or an indepen-
dently decodable portion of a frame such as a slice. The
different offset values are associated with a plurality of dif-
ferent integer and sub-integer pixel locations associated with
video blocks. The sub-integer pixel locations may define
locations of interpolated or extrapolated data, which typically
is interpolated or extrapolated based on the data at the integer
pixel locations. Video encoder 22 may apply the offset values
to predictive video blocks to generate offset predictive video
blocks, and encode video blocks of the coded unit based on
the offset predictive video blocks. Video encoder 22 may also
encode the offset values as part of a coded bitstream that
includes the coded video blocks of the coded unit, and trans-
mitter 24 of source device 12 may transmit the coded bit-
stream to receiver 26 of destination device 16. In particular,
video encoder may apply offset values by adjusting pixels of
predictive video blocks, and may encode video blocks based
on the offset predictive video blocks by generating residuals
based on the offset predictive video blocks. For example,
residuals may be generated by subtracting a block to be coded
from the appropriate offset predictive video block. Since oft-
set is added to the pixel values of the offset predictive video
block based on location of the predictive video block, coding
efficiency may be improved, particularly during flashes or
background lighting changes.

In destination device 16, video decoder 28 receives the
plurality of offset values for each coded unit of the video data.
Video decoder 28 applies the offset values to predictive video
blocks to generate offset predictive video blocks, and decodes
video blocks of the coded unit based on the offset predictive
video blocks. In this way, the offset values are defined and
applied at video encoder 22 as part of the encoding process,
and communicated from source device 12 to destination
device 16 as part of an encoded bitstream. The offset values
are then applied to predictive data at video decoder 28 as part
of the decoding process in order to reconstruct the video
sequence. In this case, offset to predictive data is created and
used during video reconstruction.

FIG. 2 is a block diagram illustrating an example of a video
encoder 50 that may perform offset techniques consistent
with this disclosure. Video encoder 50 may correspond to
video encoder 22 of device 20, or a video encoder of a differ-
ent device. Video encoder 50 may perform intra- and inter-
coding of blocks within video frames, although intra-coding
components are not shown in FIG. 2 for ease of illustration.
Intra-coding relies on spatial prediction to reduce or remove
spatial redundancy in video within a given video frame. Inter-
coding relies on temporal prediction to reduce or remove
temporal redundancy in video within adjacent frames of a
video sequence. Intra-mode (I-mode) may refer to the spatial
based compression mode and Inter-modes such as prediction
(P-mode) or bi-dirrectional (B-mode) may refer to the tem-
poral based compression modes. The techniques of this dis-
closure apply during inter-coding, and therefore, intra-coding
units such as spatial prediction unit are not illustrated in FI1G.
2 for simplicity and ease of illustration.

As shown in FIG. 2, video encoder 50 receives a current
video block within a video frame to be encoded. In the
example of FIG. 2, video encoder 50 includes motion estima-
tion unit 32, a motion compensation unit 35, areference frame
store 34, an adder 48, a transform unit 38, a quantization unit
40, and an entropy coding unit 46. For video block recon-
struction, video encoder 50 also includes an inverse quanti-
zation unit 42, an inverse transform unit 44 adder 51. A
deblocking filter (not shown) may also be included to filter
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block boundaries to remove blockiness artifacts from recon-
structed video. If desired, the deblocking filter would typi-
cally filter the output of adder 51.

During the encoding process, video encoder 50 receives a
video block to be coded, and motion estimation unit 32 and
motion compensation unit 35 perform inter-predictive cod-
ing. Motion estimation unit 32 and motion compensation unit
35 may be highly integrated, but are illustrated separately for
conceptual purposes. Motion estimation is typically consid-
ered the process of generating motion vectors, which estimate
motion for video blocks. A motion vector, for example, may
indicate the displacement of a predictive block within a pre-
dictive frame (or other coded unit) relative to the current
block being coded within the current frame (or other coded
unit). Motion compensation is typically considered the pro-
cess of fetching or generating the predictive block based on
the motion vector determined by motion estimation. Again,
motion estimation unit 32 and motion compensation unit 35
may be functionally integrated. For demonstrative purposes,
the offset techniques described in this disclosure are
described as being performed by motion compensation unit
3s5.

Motion estimation unit 32 selects the appropriate motion
vector for the video block to be coded by comparing the video
block to video blocks of a predictive coded unit (e.g., a pre-
vious frame). At this point, motion compensation unit 35 may
perform interpolation in order to generate predictive data at
sub-pixel resolution. In particular, once motion estimation
unit 32 has selected the motion vector for the video block to
be coded, motion compensation unit 35 generates the predic-
tive video block associated with that motion vector. Motion
compensation unit 35 may generate one or more versions of
any predictive video block that has sub-pixel resolution, e.g.,
possibly applying several different interpolation filters to
generate different sets of interpolated data. For example,
motion compensation unit 35 may apply a plurality of pre-
defined interpolation filters in order to generate a plurality of
different interpolated prediction data for the video block to be
coded. Motion compensation unit 35 then selects the interpo-
lated prediction data (e.g., an interpolated video block asso-
ciated with one of the interpolation filters) that achieves the
highest level of compression. In some cases, the interpolation
filter that was used to generate the prediction data may be
indicated by data coded as one or more interpolation syntax
elements, and communicated to entropy coding unit 46 for
inclusion in the coded bitstream.

According to this disclosure, motion compensation unit 35
may perform a second coding pass with respect to a coded
unit in order to add offset to the predictive data, and thereby
improve the level of compression that may be achieved. In
particular, pixel values of predictive video blocks may be
offset upward or downward according to the offset associated
with integer or non-integer pixel locations of the predictive
video blocks. The interpolations performed by motion com-
pensation unit 35 may define interpolated data at several
possible sub-integer pixel locations for different video block.
Rather than define a single offset value for a given coded unit,
motion compensation unit may define different offset values
for each possible integer and sub-integer pixel location. Pre-
diction data can then apply location-specific offset based on
the pixel location associated with the prediction data.

In one example, motion compensation unit 35 may calcu-
late a first set of metrics (e.g., mean values) respectfully
associated with video blocks of the coded unit that are
encoded based on the predictive video blocks at each integer
and sub-integer pixel location. Motion compensation unit 35
may also calculate a second set of metrics (e.g., mean values)
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respectfully associated with each integer and sub-integer
pixel location for the predictive video blocks, e.g., those
predictive blocks that are actually used to encode video
blocks of the coded unit. That is, the first set of metrics is
defined by the data being coded, and the second set of metrics
is defined by the predictive data used for predictive coding.
Motion compensation unit 35 then calculates the plurality of
offset values based on the first and second sets of metrics. The
offset values may comprise absolute values or signed values
that are used to bias all of the pixel values of a corresponding
video block upward or downward, which again may be very
useful for scene changes or flashes encountered in video
encoding.

The first set of metrics may comprise a first set of mean
values associated with respective video blocks of the coded
unit that are coded based on the predictive video blocks at
each integer and sub-integer pixel location, and the second set
of' metrics may comprise a second set of mean values respect-
fully associated with each integer and sub-integer pixel loca-
tion for the predictive video blocks used to encode the respec-
tive video blocks of the coded unit. In this case, the plurality
of offset values may comprise difterences between the first set
of'mean values and the second set of mean values. In this way,
several different offset values may be defined for several
different integer and sub-integer pixel locations based on
actual data coded in a first coding pass.

In other words, the first set of metrics may comprise a set of
mean values that correspond to the mean of pixel values of
respective video blocks of a given coded unit that are coded
based on each respective integer and sub-integer pixel loca-
tion. The second set of metrics may comprise a set of mean
values that correspond to the mean of pixel values at each
integer and sub-integer pixel location of predictive blocks
actually used to predict the current blocks that are being
coded in that coded unit. The pixel values of any predictive
blocks that are considered but not actually used for prediction
of'coded video blocks are not included in defining the second
set of metrics. The plurality of offset values may comprise
differences between the first set of mean values and the sec-
ond set of mean values. Each macroblock location may be
defined by a single pixel, e.g., the respective pixel in the upper
left-hand corner of the respective macroblock. However, each
macroblock may define sixteen pixel values that contribute to
a particular mean value in the first set of mean values. The
techniques of this disclosure, of course, may also apply to
other sized video blocks. Generally, the offset for any given
position can be calculated as the difference between the mean
of all pixels in the current frame (or other coded unit) that
have motion vector precision corresponding to that pixel
position or sub-pixel position, and the mean of the interpo-
lated values of predictive data corresponding to that pixel
position or sub-pixel position and used for prediction of the
video blocks of the current frame. Thus, each respective offset
may be viewed as the average difference of pixels of the coded
unit relative to predictive data used in coding the coded unit
for each respective integer, interpolated or extrapolated posi-
tion that is defined in the coding scheme.

The offset technique of this disclosure may apply with
respect to luma blocks, chroma blocks or both. Different
offsets may be defined for each integer and sub-integer pixel
location associated with each type of video block (e.g., luma
and chroma blocks). Furthermore, different offsets could be
assigned to each block at each particular size, partition or
sub-partition of each block.

Once the offset values are defined, motion compensation
unit 35 may perform a second coding pass in order to code the
video data based on the predictive data and the offsets. In
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particular, motion compensation unit 35 may apply the offset
values to original predictive video blocks to generate offset
predictive video blocks, and encode video blocks ofthe coded
unit based on the offset predictive video blocks. By adding
offset to the pixel values of predictive blocks in a location-
based manner according to pixel locations of the predictive
blocks (integer location or one of a plurality of possible
sub-integer pixel locations), the predictive blocks may be
more similar to the blocks being coded, which can improve
coding efficiency. Moreover, since offset values are defined
differently for different pixel locations, the techniques of this
disclosure may provide an ability to achieve segmentation
among the coding of data associated with different types of
interpolation.

Once motion compensation unit 35 has generated offset
prediction data (e.g., an offset predictive video block that may
be interpolated data or integer-based data), video encoder 50
forms a residual video block by subtracting the offset predic-
tion data from the original video block being coded. Adder 48
represents the component or components that perform this
subtraction operation. Transform unit 38 applies a transform,
such as a discrete cosine transform (DCT) or a conceptually
similar transform, to the residual block, producing a video
block comprising residual transform block coefficients.
Transform unit 38, for example, may perform other trans-
forms, such as those defined by the H.264 standard, which are
conceptually similar to DCT. Wavelet transforms, integer
transforms, sub-band transforms or other types of transforms
could also be used. In any case, transform unit 38 applies the
transform to the residual block, producing a block of residual
transform coefficients. The transform may convert the
residual information from a pixel domain to a frequency
domain.

Quantization unit 40 quantizes the residual transform coet-
ficients to further reduce bit rate. The quantization process
may reduce the bit depth associated with some or all of the
coefficients. For example, a 16-bit value may be rounded
down to a 15-bit value during quantization. In addition, quan-
tization unit 40 may also quantize the different offsets using
techniques of this disclosure to allocate a desired number of
bits to respective integer and fractional portions of the differ-
ent offsets. In particular, quantization unit 40 may, for each of
the offset values, assign a first number of bits to an integer
portion of a given offset value and assign a second number of
bits to a fractional portion of the given offset value, wherein
the first and second numbers of bits are determined based on
a magnitude of the integer portion. Entropy coding unit 46
may encode the first number of bits differently than the sec-
ond number of bits.

Following quantization, entropy coding unit 46 entropy
codes the quantized transform coefficients. For example,
entropy coding unit 46 may perform content adaptive variable
length coding (CAVLC), context adaptive binary arithmetic
coding (CABAC), or another entropy coding methodology.
Following the entropy coding by entropy coding unit 46, the
encoded video may be transmitted to another device or
archived for later transmission or retrieval. The coded bit-
stream may include entropy coded residual blocks, motion
vectors for such blocks, and other syntax including the offset
values that identify the plurality of different offsets at differ-
ent integer and sub-integer pixel locations within the coded
unit.

Inverse quantization unit 42 and inverse transform unit 44
apply inverse quantization and inverse transformation,
respectively, to reconstruct the residual block in the pixel
domain, e.g., for later use a reference block. Summer 51 adds
the reconstructed residual block to the motion compensated
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prediction block produced by motion compensation unit 35 to
produce a reconstructed video block for storage in reference
frame store 34. The reconstructed video block may be used by
motion estimation unit 32 and motion compensation unit 35
as a reference block to inter-encode a block in a subsequent
video frame.

FIG. 3 is a block diagram illustrating an example of a video
decoder 60, which decodes a video sequence that is encoded
in the manner described herein. Video decoder 60 includes a
motion compensation unit 55 that performs the offset tech-
niques of this disclosure during the decoding. In particular, on
the decoding side, motion compensation unit 55 may receive
asyntax element from entropy decoding unit 52 that identifies
a plurality of offset values for the coded unit, e.g., defining
different offsets for integer pixel locations and one or more
non-integer pixel locations. Motion compensation unit 55
may generate prediction data based on motion vectors
received from entropy decoding unit 52 and may add the
appropriate offset to such prediction data (based on pixel
location of the prediction data) to generate offset prediction
data. The prediction data may be interpolated data, in which
case, a corresponding one of the offset values for a non-
integer location may be applied to the prediction data to
generate the offset prediction data. Based on this offset pre-
diction data, the video data (e.g., a reconstructed residual
video block) can be decoded. In particular the decoder may
combine the offset prediction data with the residual video
block to generate the originally video block that was encoded.

Entropy decoding unit 52 entropy decodes the received
bitstream to generate quantized coefficients and the syntax
(e.g., motion vectors and a plurality of offset values for the
coded unit). The syntax is forwarded from entropy coding
unit 52 to motion compensation unit 55. Inverse quantization
unit 56 inverse quantizes, i.e., de-quantizes, the quantized
block coefficients. The inverse quantization process may be a
conventional process as defined by H.264 decoding. Inverse
transform unit 58 applies an inverse transform, e.g., an
inverse DCT or conceptually similar inverse transform pro-
cess, to the transform coefficients in order to produce residual
blocks in the pixel domain. Motion compensation unit 55
produces motion compensated blocks, possibly performing
interpolation based on one or more sets of interpolation filter
coefficients, which may also be included in the syntax. Once
motion compensation unit 55 generates the predictive blocks
based on the motion vectors, the appropriate offset for each
predictive block can be added to the predictive blocks gener-
ate the offset predictive blocks that were used in the original
encoding performed by the encoder.

Summer 64 decodes residual blocks by summing the
residual blocks with the corresponding offset prediction
blocks generated by motion compensation unit 55 to form
decoded blocks. If desired, a deblocking filter may also be
applied to filter the decoded blocks in order to remove blocki-
ness artifacts. The decoded video blocks are then stored in
reference frame store 62, which provides reference blocks for
subsequent motion compensation and also produces decoded
video to a drive display device (such as device 28 of FIG. 1).

Again, the techniques of this disclosure concern the appli-
cation of offset to motion compensated predictive data, in
which the different offsets are used for integer and different
sub-integer pixel locations defined by interpolation. The
encoder uses the techniques of this disclosure to define and
apply the different offset values, and the decoder interprets
syntax elements sent from the encoder in order to identify that
same offset values defined and used by the encoder. The
appropriate offset is applied to pixel values of predictive data,
and the appropriate offset is selected based on the pixel loca-






